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**Problem Description:** Active learning is a general framework in machine learning where the algorithm has access to a small set of labeled examples and a lot of unlabeled examples. The algorithm can also access an expert which gives it the correct label for any example when queried. The goal of Active Learning algorithms is to ask for the labels of those examples which would create a highly accurate classifier with much less data as compared to passive learning. There are various techniques to do Active Learning. Disagreement Based Active Learning is one such technique in which multiple classifiers are built using labeled data and the algorithm asks for labels of those examples where at least two of the different classifiers disagree. We plan to present important results and proof sketches for this technique since it is well understood and has a rich variety of established results.

**Scope of the project:** Summarize the key theoretical results in Disagreement Based Active Learning and provide proof sketches of important results.
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